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Motivation:
1. Deploying large language models (LLMs) on cloud computing platforms are 

expensive (energy consumption/financial costs)
2. Edge computing makes deployment of LLMs on resource-constrained devices 

an appealing solution to promote sustainability, accessibility and privacy
3. Integration of LLMs into mobile devices are challenging

a. Existing LLMs are costly to deploy (memory footprint/latency)
b. Hardware configurations are heterogeneous

Methodology:

Model Design:

Predicting LLM performance using entropy (without training)
- Definition of entropy:
- Depth-width ratio:
- Transformer entropy: 

Results:

1. Block-wise parameter sharing

2. Constrained search space

3. Evolutionary search

Memory footprint reduction

187K architectures


